
Abstract

Clustering is an unsupervised learning technique used to group data 

points based on some measure of similarity. Algorithms such as K-

Means and Hierarchical clustering are designed to operate on one 

dataset. New challenges arise when extending clustering models to 

incorporate a time series. Two models, Closest Previous Means and 

Epsilon method, are proposed to alleviate some of issues found in 

recursive K-Means clustering methods.

Standard K-Means Clustering

Clusters computed by standard recursive K-Means clustering 

techniques are highly dependent on the random initialization step at 

each time increment, resulting in unstable clustering behaviors and 
difficulty in labeling clusters over different time increments.

Model Advantages comparing to Standard K-Means

• If the data does not change over time, then the clusters 

themselves will not change

• Both methods are deterministic after the first time increment, 

significantly reducing the effects of random noise on the 

clustering results

• No chance of mislabeling clusters as the labels are directly pulled 

from the previous time period

• Reduces the variation in cluster movement over time resulting in 

more stable and reliable results

Challenges

K-Means serves as the basis of Closest Previous Means and Epsilon 

methods. When making modifications to K-Means, there are two 

important rules to follow:

• Each centroid must have at least one data point closest to it 

throughout each step of iteration

• The centroids (means) can never share the same location in 

space of another centroid
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Closest Previous Means (CPM)

The main idea of Closest Previous Means is to replace the random

initialization step of K-Means by selecting the data point closest to

each of the means from the previous period. By doing this we

eliminate the need for cluster labeling since we are directly using the

labels from the previous period in a deterministic way. The best way

to reduce variance and promote model stability is to give the

centroids with the fewest data points in the previous period the first
priority in choosing its closest data point.

Epsilon Method

The Epsilon method is designed to linearly interpolate between the

data in the previous and current time increment. We then partition

this interpolation an epsilon number of times, running K-Means at

each partition step. In comparison to Closest Previous Means, the

random initialization step is replaced with the actual location of the

centroid of the previous step instead of choosing the data point
closest in the current period closest to it.

Advantages of CPM over Epsilon Method
• Much faster to run since K-Means is only required to run once at 

each time increment

• Designed with a focus to model a purely spatial relationship 

between clusters

• Model designed to work on datasets with missing data, while the 

Epsilon Method runs into issues if data cannot be linearly 

interpolated

Advantages of Epsilon Method over CPM
• Interpolating will capture a unique relationship between the funds 

over time; Closest Previous Means will just see data points as 

data points and cluster a spatial relationship

• Generally has smaller cluster variance since outlier clusters do 

not have the chance of a having their closest data points taken by 

another cluster

Future Work

• Find a way to fix missing value problem in Epsilon Method that 

will work for all time series data sets

• Implement ways to speed up runtimes of algorithms, especially 

the Epsilon Method since it is much more computationally 

intensive
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